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Abstract: In this paper, a multi-objective assembly line 

balancing problem (ALBP) is considered by assuming the 

fuzzy process time. The objective is minimizing a weighted 

sum of two contrast and classical criteria in literature as 

cycle time and the number of stations. A mixed-integer model 

is proposed for solving this problem. As the ALBP is NP-

hard problem, genetic algorithm (GA) with a novel 

representation is proposed for large-scaled problem. A 

number of small-sized problems were considered to optimally 

solve in order to verify the performance of the proposed 

model. The obtained results present that the efficiency of the 

proposed model and the ability of developed GA to achieve 

optimal solution in reasonable time. 
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1. INTRODUCTION 
 

The history of assembly line is for more than 75 years. 

It means after the advent of the Ford system in assembly 

line, which is generally discussed in massive production, 

the necessary steps for production are assigned to work 

stations according to hypothesis to minimize the cycle 

time or work stations number. In recent years [1,2], the 

division has conducted several assembly line balancing 

problem that can be classified according to the objective 

function, problem structure and timing of jobs. In 

categorizing assembly line problems according to 

objective function, two basic models are mentioned, that 

different model can be generated by composition of these 

two models. These models include: Models of Type I and 

Type II. In Type I the cycle time of assembly line as the 

input of problem is defined and the steps to assemble the 

product should be assigned to workstations in such a way 

to minimize the required work stations. The assembly line 

balancing problem of Type II is also one of the 

categorizing of assembly line problems according to 

objective function, in that problem the number of 

assembly workstation as is designed the input of problem 

and the steps to assemble the product should be assigned 

to workstation in order to minimize the cycle time.The 

primary solving method of assembly line balancing 

problem is the linear programming, which is used by 

Salveson [3] for solving the assembly line balancing 

problem in simplest situation and after that Bowman [4], 

White [5] and Baker [6] solve the problem by formulating 

it in form of an integer linear programming, and also 

people like Patterson & Albrecht [7] used dynamic 

programming to solve this problem. Fonseca  et  al. [8]  

proposed  a  work  to  model and  solve the  stochastic 

assembly line balancing problem with a fuzzy representat-

ion of the time variables  as  a  viable  alternative  method. 

The assembly line balancing problem is one of the 

optimization problems for which is not possible to find the 

optimized result in an acceptable time. So most of the 

presented solutions are not efficient and proper for small 

size problems. Therefore to solve these problems creative 

solutions like Generic Algorithm, Tabu Search and 

Simulated Annealing are presented. One of the successful 

metaheuristic methods is Generic Algorithm, which is 

used in lots of complex optimization problems with 

acceptable results, high quality and effective time. In 

recent years, the Genetic Algorithm is used to solve 

assembly line balancing problem [9]-[14]. 

This paper proposes a metaheuristic model to solve a 

combined problem considering fuzzy job processing time 

in assembly line balancing to reduce the cycle time and the 

work station number using Genetic Algorithm. 

 

2. FUZZY SET THEORY 
 

Since data in real-world problems are often afflicted 

with uncertainty, imprecision and vagueness due to both 

machine and human factors, they can only be estimated as 

within uncertainty. In an attempt to treat imprecise data, 

fuzzy numbers are introduced to represent the processing 

time of each job, where the membership function of a 

fuzzy data represents the grade of satisfaction of a decision 

maker [15]-[17]. Therefore Fuzzy Set Theory is a proper 

tool for modeling the uncertainly equals to Imprecision, 

ambiguity and loss of information and it is better tool for 

solving imprecise programming problems as below: 

(1)                                                ~.

)~(
~~

XxtS

xfZMin




 

It seems problems with long-term prediction may 

include incomplete and imprecise information and also 

decisions are made according to the expert’s competence 
and are subjective, so it is very appropriate to use fuzzy 

number instead of definite numbers. The triangular 

numbers are very appropriate for this goal because they 

are created by defining the smallest, biggest and the more 

acceptable numbers. The analyses are based on fuzzy 

average instead of definite average. 

A. Triangular fuzzy numbers 
Triangular fuzzy number A with membership function

)(xA  is defined as follow: 
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B. Defuzzification of fuzzy mean 
Defuzzification is the process of producing a 

quantifiable result in fuzzy logic, given fuzzy sets and 

corresponding membership degrees. It is typically needed 

in fuzzy control systems. 

In this paper, “Greatest Associate Ordinary Number” 
method is used for defuzzification as follow: 

 

),,( 21 aaaA Mave   

4

2 21)2(

max

aaa
x M 

     (3) 

 

3. PROBLEM DEFINITION AND FORMULATION 
 

The considered problem is a two objective assembly 

line balancing problem for minimizing the cycle time and 

workstations simultaneously while jobs processing time 

are fuzzy. The goal is to present a Fuzzy linear 

Programming (FLP) in such a way that the objective 

function is in form of crisp (none fuzzy) but the Feasible 

space of the problem is fuzzy, so the final result is fuzzy. 

The model parametersare definedas follows: 

N= number of jobs 

M= maximum number of work station �̃�=fuzzy processing times of jobi 

pij=1 If job i is processed before job j, otherwise is 0; �̃= cycle time �̃�= Workloadimposed onthestation k �ሺ�̃ሻ= crispvalue of thefuzzy number�̃ 

w1 = Coefficient ofthe first componentof the objective 

function 

w2= Coefficient ofthe first componentof the objective 

function; w1+w2 = 1 

xki = 1 if job i allocate to station k otherwise is 0 

xlj = 1 if job j allocate to station l otherwise is 0 

   The mathematical formulation of the fuzzy ALBP is 

given as follows: 
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(9) xki ,xlj{0,1} 

The objective function(4) is the minimization of the 

total weighted defuzzification cycle time and cycle time 

standard deviation workloads stations. The second 

component, the model would have to use a smaller number 

of stations so that the stations at least once a process is 

homogeneous and close to the optimum cycle time. 

Constraint(5) ensures that each task is assigned to only 

one station. Constraints(6) respecting the precedence 

relations between the tasks are guaranteed. Constraints (7) 

and (8) are the problem of fuzzy constraints. Constraint(7) 

Fuzzy processing load imposed by each station determines 

and constraint(8) the cycle time specifies the optimal 

fuzzy. 

 

4. GENETIC ALGORITHM 
 

GA is a search metaheuristic that mimics the process of 

natural evolution was introduced by Holland [18]. Many 

researchers applied and expanded this algorithm in 

different fields of study [19, 20]. The steps that involved 

in the GA algorithm are briefly presented as follows: 

(1) Setting GA parameters including the crossover 

probability, the mutation probability, population size and 

number of generation,  

(2) Initializing the population with the size of 

population size randomly; 

(3) Evaluating the objective function; 

(4) Choosing individual for mating pool by roulette 

wheel selection; 

(5) Implementing the continues crossover operation for 

each pair of chromosomes based on crossover probability; 

(6) Implementing mutation operation for each chromo 

some based on mutation probability; 

(7) Replacing the current population by the resulting 

new population; 

(8) If stopping criteria is met, then stop. Otherwise, go 

to Step 3. 

A. Proposed Algorithm 
The proposed algorithm with aninitial 

population(generation zero), which contains various 

solutions of the problem begins. Then each population by 

applying genetic operations, changes and other solutions 

are produced. In each generation, the fitness value of the 

solutions calculated in terms of the selection process, 

individuals are chosen for the next generation. 

The task of creating new solutions and investigate new 

areas of the solution space of genetic operators. These 

operators include cross over operator and mutation 

operator. The task of these operators produce off 

spring(new parts) of the parent(the previously area 

studied) so that children can inherit parental 

characteristics. The transfer characteristics(inheritance) are 

such that the average quality of the population(Answer) 

generation increases. Similarly the evolution process 

continues until as topping criterion is satisfied and the 

algorithm will terminate. 

Performance of a genetic algorithm depends on the 

following factors: how to show problem's solutions, the 

initial population, selection, selection of operators and 

parameters. Then genetic algorithm is proposed to solve 

http://en.wikipedia.org/wiki/Fuzzy_logic
http://en.wikipedia.org/wiki/Fuzzy_control
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the problem of explaining how the various parts of its 

features will be explained. 

A.1 Chromosome Structure  
To display the structure of the N gene, which is used to 

answer a series of N represents the number of jobs. 

The expression of gene i, shows the work station that 

job i is assigned to it. In other words, each gene can 

receive values in the interval [1, M]. 

To observe precedence relationships and feasible 

chromosome is needed to keep the constraint(6), if job j 

precedes job i is on, then the value of gene i, is smaller 

than the value of the j-th gene. In other words, job i is 

processed before job j, making the assumption that the 

work stations are numbered in ascending order. 

   Figure 1 is a feasible solution with 6 jobs and 3 work 

stations that shows the precedence relations matching 

network shown in Figure 2 follows. Figure 3 as an 

infeasible solution network Figure 2 shows. As 2 above 5, 

but 5 should be processed before 2. 

 
1 1 2 2 2 3 

Fig.1. Feasible Solution 

 

 
Fig.2. Network Precedence 

 
1 2 2 2 1 3 

Fig.3.Infeasible Solution 

 

A.2 Produce feasible solution for initial population 

Required to produce the initial population of initial 

solutions is generated. The innovative approach is used to 

generate feasible solutions. 

The main idea of this method is that each job must be 

assigned to the station with the largest number of allocated 

among the stations that jobs prior to his are the stations 

that or, at most to the next station. 

The approach used is as follows: 

Step 1 - The first job to assign to the first station.  

Step 2 - Place a work counter, i = 2.  

Step 3 - Let Ai be the set of all the jobs precedes job i. 

Then Max Ai calculated according to: 

max{ }
i

i j
j A

MaxA s



    (10) 

Step 4 - If Max Ai = M then assign job i to the final station 

M, otherwise assign job i with a certain probability to Max 

Ai or Max Ai+1 station.  

Step 5 - Set i = i +1. If i = N +1 stop else go to step3. 

A. 3 Mutation operator 

To maintain genetic diversity in the population using the 

mutation operator is required. Throughout the design of 

genetic algorithm, we try to maintain feasibility and not 

using the repair operator in the genetic operators employed 

in such a way that the resulting solution will remain 

feasible. For this, at first, a randomly selected to job like i. 

Let Ai as the set of all of the jobs prior to the job i and Bi is 

all the jobs that job i have preceded them, and sj is equal to 

the work station that job j in the current chromosome is 

allocated; now we define the following values: 

 

max{ }
i

i j
j A

MaxA s



    (11) 

min{ }
i

i j
j B

MinB s



    (12) 

 

For doing mutation, we choose job i that Min Bi Max 

Ai. Then the work station assigned to job i in the 

range[Max Ai, Min Bi] will change. It ensures feasibility 

of solution. If you do not find job with the above 

conditions, mutation will not carry out. 

A. 4 Crossover Operator 

Crossover operator is fundamental GA operator which 

its design and application is very important. In order to 

effective use of Crossover operator, and having feasible 

solution, max and min operation has been used here. These 

operation has been done on selected parents from current 

population, and cause to generate a new feasible offspring. 

Instruction of how to use these operator Ss is described as 

follows. 

Assume that chromosomes in Fig. 4 are two selected 

parents from current population according to previous 

example. 

 
1 2 1 3 3 4 

      

1 1 2 2 2 3 

Fig.4. Chromosomes of two Selected Parents 

 

After application of max and min operators, new 

offspring will be produced as follows (Fig. 5 and 6, 

respectively). 

 
1 2 2 3 3 4 

Fig.5. New Offspring AfterMax Operator 

 
1 1 1 2 2 3 

Fig.6. New Offspring After Min Operator 

 

Application rate of max and min operator have to be 

almost equal, as the usage of only one of the above 

mentioned operators leads to divergence of future 

generation, because in this case all the jobs will assign 

only to station 1 or only to last station (m). 

A.5 How to select parent population 
For selection of parent population from current 

generation, common method of roulette Wheel has been 

used. In this method probability of selection of one 

chromosome depends on its fitness magnitude. Also, in 

order to assess quality of generation's solution in terms of 

diversity and evolution (continues movement toward 

optimal solution) mean and variance of each generation 

will be calculated as the following relations: 

 

[ 1,1]
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Mean of each generation could be a proper criterion to 

assess degree of evolution (continuous movement toward 

optimal solution) of current generation rather than 

previous generation. Variance of each generation demonst-

rates degree of diversity (heterogeneity of chromosomes). 

In addition, Variance of generation has been used as a 

criterion for stopping algorithm. 

A.6 Stopping Criteria 
The GA will terminate when either one of the following 

stopping criteria is met: 

-Maximum generations 

-Minimum allowable variance of generation 

-Maximum time of Algorithm 

B. Steps of proposed genetic algorithm 
Step0- Initialize first parameters as follows 

K: Population quantity in each generation 

G: Maximum allowable number of generations 

: Minimum allowable variance for each generation 

ri: Selection rate of operator type i 

G: counter generation g = 1,2,…,G 

Step1- set g=1 and generate Initial population 

Step2-Select parent population using roulette Wheel 

method 

Step3-Generate k offspring's and substitute in new 

generation by applying crossover and mutation operators 

on selected parent’s population chromosomes. 
Equal g=g+1 and calculate mean and variance of new 

generation. If one of the criteria of part 5-6 has been 

satisfied, stop and send the best last generation solution to 

the output, otherwise go to step2. 

 

5. RESULTS AND DISCUSSIONS 
 

In this section comparison between results of designed 

genetic algorithm, and the results of Lingo 8 software 

solution are carried out. At the end complete results of 

solving one example is represented. 

For obtaining best existing weighting in model (w1, w2), 

first one problem with 12 jobs and 4 stations has been 

solved with LINGO 8 and then compared with designed 

genetic algorithm that problem 20 times is performed. 

After recording the result in Table 1 and their 

comparison, best weight has been found in order to use in 

next implementations. It is necessary to mention that 

weight is severely affected by management idea, because 

designed model is a type of multi-objective models, and 

by implementation of different weights we can actuate the 

results toward reducing cycle time, or number of stations, 

or simultaneously either number of stations or cycle time. 

Here is also there is much attention to rationality of 

results for weights as for some results, irrationality of 

them in term of assigning number of stations is completely 

obvious and has not been considered in decisions.  

Best value for objective function with implementing of 

Lingo is 22.125. According to outcomes (Table 1) it is 

observed that best value for objective function with 

weights (w1=0.3, w2=0.7) is 18.525, but assigning 2 

stations for 12 jobs has made this weight to be 

unacceptable. 

Acceptable weights are (w1=0.6, w2=0.4) and this 

weight has been considered as a base weight for 

implementing of algorithm in the next steps.After 

weighing determination, designed algorithm has been 

implemented for different problems with different jobs and 

different stations, and the results have been analyzed.  

At first for considered problems, number of stations is 

assumed constant and in every step number of jobs is 

increased and then the results of their solution is compared 

with the results of Lingo solution. 

For the rest of problems in number of stations and 

different jobs are analyzed. In some cases, CPU time for 

solution by Lingo is too much; so an agreement has been 

considered as follows.  

For problems in which their CPU time last more than 

one hour, a lower bound is calculated as follow: 

 

M
C

t

LB

N

i

i

~

~

1


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     (15) 
 

M: maximum allowable number of station 

N: number of jobs 

It is necessary to mention that probability of 

implementing of crossover operation (Pc) and mutation 

operation (Pm) in designed genetic algorithm is considered 

0.5 and 0.5 respectively after different implementation of 

algorithm. 

The results of different implementation algorithm are 

summarized in Table 1. Considered example in different 

primary populations is solved 10 times with genetic 

algorithm and the best answers are mentioned in Table 2. 

For more complete explanation, the result of last 

problem, which consists of 80 jobs and 10 stations, is 

presented completely in Table 5. 

Fuzzy process time of jobs and prerequisites for the 

considered problem are presented in Table 3 and Table 4.  

Best answer for the problem in primary population of 

1000 and with objective function of 90, with the time of 

30 minutes and 57 seconds is obtained. Finally, assigning 

jobs to 4 stations is described as follows and presented in 

Table 5. 

Station 1: 

1,2,4,6,9,10,12,13,17,23,27,30,32,33,37,42,58,59,77 

Station 2: 

3,5,8,14,15,16,18,19,21,24,25,26,29,34,35,40,41,45,48,49,

60 

Station 3: 

7,11,20,22,28,31,36,38,39,43,47,50,52,56,62,64,67,68,72 

Station 4: 

44,46,51,53,54,55,57,61,63,65,66,69,70,71,73,74,75,76,78

,79,80 

It is necessary to mention that the obtained means and 

variances for the problem and also their charts are 

presented in Table 6, Figure 7 and 8 respectively.  
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Table 1. Results of Each Iteration in GA Related to 

Different Weights 

0.3,0.7 0.4,0.6 0.6,0.4 0.8,0.2 0.5,0.5 
Weight 

),( 21 WW
 

18.52 23.6 26.1 29.3 25.12 1 

B
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t 
o
b
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ct
iv

e 
fu

n
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n
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n
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it
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18.65 22.9 26.1 29.3 24.5 2 

18.52 22.9 26.1 29.3 24.5 3 

18.52 22.9 26.6 29.3 27.62 4 

18.52 22.9 26.1 29.3 24.5 5 

18.52 22.9 26.1 30.8 24.5 6 

18.52 22.9 26.1 29.3 24.5 7 

18.52 22.9 26.1 29.3 24.5 8 

18.52 22.9 26.1 29.3 24.5 9 

18.52 22.9 26.1 30.1 25.12 10 

2 4 4 4 4 

Number of 

allocate 

stations 

 

Table 2. Results of Different Problems 
Station 

No. 

CPU Time 

(hh:mm:ss) 
Best O.F.V 

 

Number 

ofstations 

 

 

Number 

of Jobs 

 

 

Pro-

blem GA Lingo GA Lingo GA Lingo 

3 5 00:01:40 00:03:38 21.9 20.75 5 17 1 

3 5 00:02:16 00:10:32 22.7 22.3 5 18 2 

4 5 00:05:01 00:11:11 20.1 19.55 5 19 3 

5 5 00:09:15 00:13:25 21.85 21 5 20 4 

5 5 00:11:17 00:40:02 19.65 18.35 5 21 5 

4 --- 00:15:16 ----- 18.98 10(LB) 7 20 6 

4 --- 00:17:43 ----- 20.15 11(LB) 10 30 7 

4 --- 00:18:36 ----- 24.3 14(LB) 10 40 8 

5 --- 00:28:16 ----- 33.6 24(LB) 7 50 9 

4 --- 00:30:57 ----- 90 66(LB) 10 80 10 

 

According to Figure 7 and 8, it can be inferred that 

descending trend is a characteristic for approving proper 

function of defined operators in model. As the objective of 

the mode is minimization of cycle time and station 

number, descending trend of average presents that 

algorithm is approaching the optimum point. 
 

Table 3. Fuzzy Process Time 

job 

No. 

fuzzy 

process 

time 

job 

No. 

fuzzy 

process 

time 

job 

No. 

fuzzy 

process 

time 

job 

No. 

fuzzy 

process 

time 

1 (7,10,13) 21 (5,8,12) 41 (2,3,5) 61 (9,12,14) 

2 (4,6,10) 22 (4,8,10) 42 (2,3,6) 62 (2,5,7) 

3 (1,5,9) 23 (3,6,7) 43 (7,10,14) 63 (10,12,13) 

4 (7,8,11) 24 (5,10,12) 44 (2,4,8) 64 (4,7,12) 

5 (9,13,15) 25 (8,11,13) 45 (5,7,9) 65 (6,9,13) 

6 (10,14,15) 26 (9,13,17) 46 (7,12,15) 66 (8,12,16) 

7 (10,12,15) 27 (5,6,9) 47 (2,6,9) 67 (10,12,15) 

8 (8,9,12) 28 (7,12,16) 48 (5,8,10) 68 (5,9,11) 

9 (5,7,10) 29 (1,4,9) 49 (4,5,8) 69 (5,8,12) 

10 (7,9,11) 30 (5,9,12) 50 (3,8,9) 70 (6,9,12) 

11 (8,12,15) 31 (6,9,11) 51 (5,7,11) 71 (3,6,9) 

12 (10,15,17) 32 (5,7,8) 52 (8,10,14) 72 (7,12,14) 

13 (7,12,14) 33 (3,8,9) 53 (3,4,5) 73 (4,6,8) 

14 (6,7,12) 34 (5,7,10) 54 (4,8,10) 74 (6,8,11) 

15 (7,8,11) 35 (2,5,7) 55 (3,6,8) 75 (4,9,12) 

16 (2,3,7) 36 (7,10,12) 56 (4,5,8) 76 (3,7,11) 

17 (4,5,7) 37 (9,13,16) 57 (3,7,10) 77 (7,11,13) 

18 (4,6,11) 38 (5,6,10) 58 (8,13,15) 78 (8,10,15) 

19 (10,13,15) 39 (5,9,12) 59 (6,7,11) 79 (2,3,7) 

20 (2,4,8) 40 (8,9,11) 60 (5,10,11) 80 (4,7,8) 

 

 

Table 4. Prerequisites 
job 

No. 

Prereq-

uisites 

job 

No. 

Prereq- 

uisites 

job 

No. 

Prereq-

uisites 

job 

No. 

Prereq- 

uisites 

1 ---- 21 12 41 10 61 13,36 

2 1 22 16 42 33 62 52 

3 2 23 2 43 22 63 59,61 

4 4 24 21 44 38 64 27,62 

5 4 25 12 45 24,40 65 31,49 

6 1 26 3 46 39 66 35,54 

7 3 27 4 47 7,45 67 29 

8 3 28 22 48 25,34 68 58 

9 4 29 18 49 29,48 69 20,56,64 

10 9 30 13 50 23 70 51 

11 7 31 24 51 46 71 8,44,66 

12 9 32 9 52 14 72 43 

13 6 33 17 53 16,21,37,47 73 68 

14 12 34 19 54 12,53 74 50,60,63,65 

15 8 35 5 55 54 75 70,73 

16 2 36 15 56 20 76 33,69,75 

17 1 37 6 57 55 77 13 

18 10 38 36 58 13 78 41,42,74,77 

19 10 39 11 59 32 79 28,57,67,71,72 

20 7 40 2 60 10,26,30 80 76,78,79 

 

Table 5. Results of Different Primary Populations with GA and 

Lingo 
 

Generati

on 

No. 

 

Station 

 No. 

 

CPU Time 

( hh:mm:ss ) 

 

O.F.V 

Solving 

method 

---- ---- ------- 66 
Lingo(L

B) 

32 4 00:02:55 266.15 P=100 

G
A

 

32 4 00:06:27 215.3 P=200 

32 4 00:10:49 126.5 P=400 

32 4 00:15:31 101.8 P=600 

32 4 00:22:52 99.85 P=800 

32 4 00:30:57 90 P=1000 

 

 
Fig.7. Means with Different Primary Population 

 

 
Fig.8. Variances with Different Primary Population 

 

Figure 9 shows that for a problem with numerous jobs 

and stations, CPU time for Lingo software is relatively 

high and this trend increases exponentially while the 

developed genetic algorithm has low CPU time and this 

trend is almost linear. Therefore, the result reveals that the 

proposed algorithm and model has a proper function 

Table 6. Means and Variances for Generations in Different Primary Populations 
P 
G 

A-G 
V-G 

P=100 P=200 P=400 P=600 P=800 P=1000 
P      
G    

A-G  
V-G 

P=100 P=200 P=400 p=600 P=800 P=1000 

1 
A-G 3249 3064 3067 3035 3119 3111 

17 
A-G 537 835 654 764 629 642 

V-G 936 956 981 895 1008 938 V-G 48.5 75.4 39 64.2 74.3 40.4 

2 
A-G 2809 2674 2674 2551 2654 2651 

18 
A-G 505 782 606 709 582 588 

V-G 703.1 719.9 719.9 656.3 787.4 671.4 V-G 45.4 77.5 50.1 61.9 78.2 58.9 

3 
A-G 2356 2444 2297 2238 2321 2329 

19 
A-G 476 723 564 651 544 544 

V-G 487 487 449 503 572 511 V-G 35 78 52 74 66 71 

4 
A-G 2070 2179 2062 2039 2032 2073 

20 
A-G 449 664 462 582 504 521 

V-G 375 385 332 355 464 328 V-G 38.8 76.9 61.2 78.6 61.5 52.6 

5 
A-G 1766 1980 1886 1896 1807 1858 

21 
A-G 424 605 386 513 465 484 

V-G 289 308 253 242 303 277 V-G 32.8 73.2 54.5 72 64 47.5 

6 
A-G 1581 1815 1734 1754 1650 1609 

22 
A-G 412 550 353 458 435 443 

V-G 219 244 206 204 249 222 V-G 24 72 29 63 60 42 

7 
A-G 1390 1672 1616 1670 1501 1448 

23 
A-G 400 500 330 402 408 406 

V-G 193 197 181 178 182 200 V-G 28.6 64.8 34 64 56.1 47.1 

8 
A-G 1251 1530 1486 1559 1359 1237 

24 
A-G 355 459 307 350 375 347 

V-G 160 184 192 161 162 171 V-G 45 57 35 51 52 44 
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9 
A-G 1068 1412 1402 1468 1225 1117 

25 
A-G 322 443 286 317 347 306 

V-G 152 163 165 156 133 131 V-G 31 42 29 47 46 38 

10 
A-G 963 1315 1193 1352 1124 1124 

26 
A-G 302 437 253 280 314 290 

V-G 131 145 134 146 126 126 V-G 23 36 30 71 51 30 

11 
A-G 866.2 1220 1103 1228 1024 956.4 

27 
A-G 290 420 234 238 287 259 

V-G 135.6 130.8 123.5 159.3 105.4 81.27 V-G 13 25 29 67 54 44 

12 
A-G 776 1132 1014 1132 944 890 

28 
A-G 283 370 207 197 253 224 

V-G 117 106 116 173 95.4 87.6 V-G 5.4 16 22 45 27 53 

13 
A-G 718 1054 964 1020 876 820 

29 
A-G 281 348 194 183 224 186 

V-G 113 98.8 95.9 129 86.7 79.3 V-G 4.2 13 16 26 20 35 

14 
A-G 653 987 892 955 814 775 

30 
A-G 278 303 183 176 212 154 

V-G 80.9 91 92.6 98.4 82.4 62 V-G 4.1 9.3 9.3 9.1 10 19 

15 
A-G 624 936 750 880 741 733 

31 
A-G 276 270 178 171 189 144 

V-G 61.6 82 60.7 82.7 78.3 56.4 V-G 3.8 4.6 5.2 3.7 5.2 5.6 

16 
A-G 584 888 693 827 679 689 

32 
A-G 274 258 166 160 187 131 

V-G 58.4 73.7 46.6 70.3 75 51.1 V-G 3.1 3.1 2.9 2.5 1.9 1.8 

P: Population, G: Generation 

A-G: Average-Generation, V-G: Variance-Generation 

 

 
 

Fig.9. Comparison BetweenDesigned GA and Lingo 

According to CPU time 
 

6. CONCLUSION 
 

This study has focused on assembly line balancing 

problem considering two objectives that were minimizing 

cycle time and the number of work stations. A mixed-

integer model that is combined with GA is proposed to 

solve the problem of line balancing. Processing time was 

not considered a constant in this study. We defined the 

processing time with fuzzy sets to represent a real 

manufacturing environment better. The proposed model 

was tested with small-sized problems. The results show 

that the proposed model and algorithm are able to reach 

optimum solution in short period of time. 
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