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Abstract — This paper discusses the power and area of discrete samples are assume to be L, repregeatin
optimized digital multiplier using the vedic multiplication finite time record of the input signal.
methodology for Fast Fourier Transform (FFT) application. The duration of the data record in seconds will BB=
This algorithm involves the concurrent addition andpartial LT
product generation which improves the computationaltime VS\/h T is th ling ti
of multiplication. The ancient mathematic techniques of ere Sls. € sampiing ”f”e' . .
vedic multiplication uses 16 formulae which makes He The sampling frequency is the reciprocal of sangplin

multiplication operation easy and faster time as §= 1/T..
x(n)
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The digital multiplication process in fast Fourier Fig 1. Discrete time signal
Transform application is a complex and time consigmi
process. Also the area and power dissipation isrtapr ~ Thus the total number of discrete samples areefcond
design constraints in recent VLS| design. The desigPf duration T seconds:
architecture is base on vedic Urdhava Tiryakbhyar = Tifs
multiplication. In this method the partial produatt digit The L collected signal samples, say x(n), n =Q,.1,,
from two multiplicands and their sum is generated-1, can be represented as:
concurrently which improves the speed of multigiisa. ~ X(n) = [x0, x1, ..., xL-1]
Further the use of deep submicron technology andThe convolution of two signals for direct and linéiane
transmission gate for CMOS layout design will imggo invariant system is written in equation as:
the area and power dissipation of design as comimarey(m) = z::gx(n) h(n — m)

conventional multiplication method [1,2]. describe the filtering equation of an LTI systengémeral.
An alternative way of writing these equations, ealthe
Il. C ONVOLUTION convolution table form, is obtained by noting tha sum

of the indices of h(m) and x(n-m) is m+(n-m) = n.
The convolution is the process of multiplicationtab  Y(n) =¥ j i+jeny HOx ()
signals x(n) and h(n) generating the third sighatis the  That is, the sum of all possible products h(i)xh i+j
modified result of the original function, givingeharea = n[7].
overlap between the two functions as a functionthef

amount that one of the original functions is trates. IIl. DIRECT FORM OF CONVOLUTION
This is the mathematical operation particularly use '

signal and system analysis. This operation is amd the The two signal x(n) and h(n) represented in disctiete
cross correlation . Its application is in analysi§ signals x(n) = {x(0), X(1), X(2)....... x(L-1)}of lerty L
probability, statistics, computer vision, image asignal and h(n) = {h(0) h(i) h(é) ..... ' 3 h(N'-l)} of length are
proce_ssing, electrical er!gineering, _and_ diffe_rémiaconvolve by cor'wolut'ion équati(;n. Equation showat th
equations. The C(_)nvolunon operation s, glrcula[me signal is mathematically written in direct foand
convolution and linear convolution. The C|rcularSecond signal is folded and delayed by m sampled.

CO%OMU?D ﬁantht_)e deﬂncsd fc_)r per:codlc fun(t:;]lonle.. ' The convolution of the length-L input X with theder-
mathematically this operation is perform on thecleir ; fivor by will output the sequence(n).

These generalizations of the convolution have apptins M
in the field of numerical analysis and numericalehr y(n) = > h(m)x(n—m)
algebra, and in the design and implementation mfefi m

impulse response filters in signal processing. &ine o< m< M For h(m)
convo_lu_t|0n is a numerlcall_y intensive operatlorat'Fk_Ian O<n-m<L-1 For x(n-m)
be efficiently implemented in the transform domasing

the Discrete Fourier Transform (DFT). The analoguin msn<L-1+m or
signal is sampled in to the finite number of disere 0SN<L-1+M For n

samples according to the sampling theorem. The eumb Then output sequence y(n) is y = [y(0), y(1)y(Ls
1+M)]. The length of convolution result signal is
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L, = L,+Ln-1. This represents the linear convolution of twaf multiplication operation. This algorithm involsethe

signals [5,6,7].

Circular Convolution
Let us consider two input sequence
x(n) = [x(0), x(1), , X(L-1)] and
h(n) = [h(0), h(2), » h(M+1)]

The convolution of the length-L input X with theder-
M filter h will output the sequencg(n).

M
y(n) = 2 h(m)x(n-m)

0<smsM For h(m)
0<sn-m<L-1 For x(n-m)
m<n<L-1+m or
O<n<L-1+M For n

Then output sequence y(n) is y = [y(0), y(1)y(L5
1+M)];
l,= LytLlp-1

(e ]

y=x*h= | L | M |
From Equation (1.5.2(c))

-(L-1)<m-n<0

Adding both n siden—(L-1)<m<n

m must satisfy simultaneously the inequalities
0<smsM
n-(L-1)<m<n

From above relationm must be greater than the

maximum of the two left- hand sides and less than t
minimum of the two right- hand sides.

Max(0,n=L +1) < m< Min(n,M)
Then the Direct form of Convolution

min(n,M)
> h(m)x(n—m);
m=max(0On-L+ 1)
n=0,12,....,L+M-1

y(n) =

concurrent addition and partial product generatidrich
improves the computational time of multiplicatidris is
like the parallel processing operation. The palialin in
generation of partial products and their summatisn
obtained using Urdhava Triyakbhyam which is shown
fig 2. For understanding of this method lets cdesithe
multiplication of two decimal number. Consider deal
number 63 is multiplied with decimal number 56. Tige
2 shows the multiplication of decimal digits of batides
of line and added their carry from last step. Thaggated
carry is added to the next step and process cadin
more than one line are there in one step, all ¢selt are
added to the previous carry. In each step, uniseptligit
act as the result bit while the higher digit actcasry for
the next step. Initially the carry is consider ® Zero. In
step 1lthe decimal digit 3 and 6 are multiplied.stap 2
and step 3 the crosswise multiplication is donerCaf
step 1 is added in this step 2 and step 3. In 4tépe
decimal digit 6 and decimal digit 5 is multipliedchadded
with carry of previous step. This process is sonmawh
similar to the conventional multiplication procebsit
concurrent partial product generation and addition
operation of higher digit length number is makess th
process faster [1,2].

6 3 6 6 3
| > L
5 6 5 6 6
Step 1
— 18
Step 2
e
36
Step 3
52 Step 4
30
3528
Fig. 2. Two Decimal Number multiplication by Vedic
Method.
Same is the method use for binary number

multiplication. Let us consider two four bit binary
numbers on which multiplication operation is to be
performing. Lets consider two 4 bit binary numbdrk]1

Equation represent the linear convolution of inpufdecimal equivalent 15) and 1011 (decimal equivalel)

sequence x andfor n = 0, 1... L+M-1. Technically linear
convolution gives an opportunity to calculate a difp

circular convolution of the two input sequence. The

circular convolution of the L+M-1 point linear caviution
calculate from given condition.

Ye(n) = yo(n) +yg(L+n)

n=0,1..L-2

Equations (1.5.2(f)) represent the Circular Contiotu
[5,6,7].
Vedic Multiplication Sutra

The vedic multiplication is base on the ancientidnd
Vedic Mathematics algorithm of Urdhva Tiryakbhyam
This is the vertical and crosswise multiplicatiorethod.
This is called as multiplication sutras and useallrcases

for multiplication using vedic sutras shown in 8g

Step 1 Step 2 Step 3 Step 4
1111 1111 1111 1111
I T
1011 1011 1011 1011
Step 5 Step 6 Step 7
1111 1111 1111
> X
1011 1011 1011
Fig. 3. Two 4 bit Binary Number multiplication byedic
Method.

In step 1 the least significant bit of both binagymbers
are multiplied nd generates the Isb bit of multation
result. Then the LSB are multiplied crosswise wiéxt bit
in step 2 and added this product of multiplier sresse.

Copyright © 2016 1JEIR, All right reserved
289



International Journal of Engineering Innovation & R esearch
Volume 5, Issue 5, ISSN: 2277 — 5668

The carry generates from this addition is use ixt s&ep.
At step 3, the crosswise and vertical multiplicatic sequence length is taken as two to four.

performing for LSB and next two upper bits of For the length of the input sequence is two, carsido
multiplicand numbers. These products are added owdiscrete time signal x(n) = {x0,x1}i.e. L=2 and h {hO,
again along with earlier step carry bit. The carnhl}i.e. M=2. Then the convolution signal lengthLisM-
propagates to next step. At step 4 the all fous bite 1i.e. 3.

crosswise multiplied and added with previous cafliiye Length of output sequence y(n) is = L+M+1-1 = 3

operation is shown below. Here the multiplicand uinp

sum is the corresponding product term and caragin Step-1 %0 =l
passes to the next step. At step 5, now the saspe3sis o Bl
repeated but the bits are next three higher biterathan 0= x0°h0

LSB. At step 6, the cross wise multiplication isfpeming ’

for most significant bit and its previous lower .bfhe Step-2 -

product is obtain along with carry which is usaaxt step
addition. At last step 7, the MSB bits are mulggliand
product is added with previous carry. The carry rbay
generates in step 7 which is the MSB bit of final
result[3,4].

The above method can be simplified by using two bit
multiplication shown in fig 4.

11 @11

104D

11

10

11

Fig. 4. Simplified implementation of 4 bit multipition
using 2 bit multiplier.

The algorithm design for multiplication of two 4tbi
numbers uses the multiplication algorithm of twa bi
numbers. This shows that for the multiplicationNbX N
bit numbers a N/2 X N/2 bits multipliers are usé&he
processing speed of NXN number multiplication
increase due to the parallel computation of papfaduct
generation and addition operation. This makes the
multiplier in microprocessor independent of the c&lo
frequency. The multiplier requires same time doratio
calculate products and addition concurrently andcheas
independent of the clock frequency. The Multipliers
the advantage that as the number of bits increagss,
delay and area increases very slowly as comparethty
multipliers. Therefore it is time, space and poefficient.

It is confirmed that this design is quite efficientterms of
chip area and computational speed .

The vedic mathematics Urdhva-Tiryagbhyam sutra are
also applicable for all cases of multiplication afidision
operations of a large digit length numbers.
multiplication algorithm are also called as “veally and
crosswise” array multiplication algorithm.

Convolution Algorithm using Urdhava- Tiryagbhyam
Sutras

The mathematical algorithm using vedic multiplioati

sutras for discrete sample multiplication in connizn

is

The

0] hl

v1=x0*hl+ x1¥h0:
Step-3 xl
hl

v2=x1*hl

Fig. 5. Vedic multiplication of two bit multiplicats.

For the length of the input sequence is four, amsi
two discrete time signal x(n) = {x0,x1, x2, x3}ile=4 and
h(n) = {hO, h1, h2, h3} i.,e M=4. Then the convoari
signal length is L+M-1 i.e 7.

Step-1 =0 xl 2 x3
h hl h2 h3

w0 ==x0*h0;

Step-2 xD><x1 x2 x3
hD hi h2 h3

y1=x0*hl+x1*h0;

Step-3 =0 x1 x2 x3

v2==x0Fh2+x1*h1+x2%h0;

Step-4 =0

v}
3

xl

b bl
v3=x0*h3+x1*h2+x2*h1+x3%h0;
Step-3 x0 xl

ho
vd=x1*h3+x2*h2+x3%h;

x0

hl
xl

Step-6

k0

yi=x2*h3+x3%h2;

hi

Step-T7 x0 xl

k0

y6==x3%h3;

hi

Output of Vedic Convolution isy = [y0, y1, v2, y3, v4, ¥5, v&]

Fig. 6. Vedic multiplication of four bit multipligads.
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CONCLUSION

In this propose work, the different type multiplicen
operation use in convolution, circular convolutiampss
correlation, auto correlation is possible using ied
mathematics. multiplication methodology for Fastifer
Transform (FFT) application. This algorithm invodvéhe
concurrent addition and partial product generatidrich
improves the computational time of multiplicatiohhe
ancient mathematic techniques of vedic multiplmati
uses 16 formulae which makes the multiplication
operation easy and faster.
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