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Abstract - Now a days there are so many biomedical
applications are developed. Magnetic resonance imaging
(MRI) is another modern diagnostic imaging technique that
produces cross-sectional images of brain. Brain tumors are
created by an abnormal and uncontrolled cell division. The
MRI tool uses magnetic fields and a sophisticated computer
to take high-resolution pictures of brain soft tissues. These
images are visually examined by the physician for detection
& diagnosis of brain tumor. In this paper an improved fuzzy
K-means algorithm for detecting the shape of tumor in brain
MR Images is described. This project uses computer aided
method for detection of brain tumor and assist to physician
for calculate correct shape of tumor. It also reduces the time
for analysis.
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I. INTRODUCTION

Any type of brain tumor is inherently serious and life-
threatening because of its offensive and infiltrative
character in the limited space of the intracranial cavity.
Normally the anatomy of the Brain can be viewed by the
MRI scan. In this paper the MRI scanned image is taken
for the entire process. The MRI scan is more comfortable
for diagnosis. And a sophisticated computer to take high-
resolution pictures of brain soft tissues with tumor. It is
not affect the human body. Because it doesn't use any
radiation. It is based on the magnetic field and radio
waves. The detection of tumor is important for getting
proper treatment. The lifetime of the person who affected
by the brain tumor will increase if it is detected at current
stage. There are various types of algorithm for
segmentation were developed for brain tumor detection. In
this paper, k-means algorithms is used for segmentation.
This algorithm gives the accurate result for tumor
segmentation. Normally tumor cells are of two types. They
are Mass and Malignant. In this paper we focused on
detection of mass tumor detection. The developing
platform for the detection is mat lab. Because it is easy to
develop and execute. In this proposed method step by step
process is done at the end we are detecting the tumor and
its shape.

II. OUTLINE OF THE WORK

In proposed method MRI image pre-processing done by
wavelet transform, then segmentation using K­means
algorithms, Feature extraction done by binarization and
finally get tumor area. There are various types of

segmentation algorithms are available but they are not
give accurate segmentation as K­  means algorithms gives.
Proposed method is step by step explained as below.

Fig.1. Block Diagram of Proposed Method

III. METHODOLOGY

Wavelet transform plays an important role in the image
processing technique. In this proposed method image pre-
processing done by discrete wavelet transform (DWT) and
the high frequency sub bands as well as the input image
are interpolated. The estimated high frequency sub bands
are being modified by using high frequency sub band.
Then all these sub bands are combined to generate a new
de-noised image by using inverse DWT (IDWT)[4]. The
quantitative and visual results show the superiority of
image for image enhancement techniques.

Segmentation is carried out by K-means algorithms. The
feature extraction is extracting the cluster which shows the
predicted tumor at the end KFCM output. The threshold
process is applied on extracted cluster and binary mask is
applied over the entire image [8]. This binarization method
used for calculate tumor area.

Fig.2. Input Image
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Fig.3. DWT Applied Image

Fig.4. IDWT Image

Fuzzy Clustering
The fuzzy logic is a way to processing the data by

giving the partial membership value to each pixel in the
image. The membership value of the fuzzy set is ranges
from 0 to 1. Fuzzy clustering is basically a multi valued
logic that allows intermediate values i.e., member of one
Fuzzy set can also be member of other fuzzy sets in the
same image. There is no abrupt transition between full
membership and non membership. [6],[7]The membership
function defines the fuzziness of an image and also to
define the information contained in the image. These are
three main basic features involved in characterized by
membership function. They are support, Boundary. The
core is a fully member of the fuzzy set. The support is non
membership value of the set and boundary is the
intermediate or partial membership with value between 0
and 1
Fuzzy c-means algorithm
The algorithm contain following steps:
1. Initialize M= [Mij] matrix, M(0)
2. At k-step: calculate the centers vectors R (k) = [Rj] with
M (k)
3. Update U (k), U (k+l)
4. If || M (k+1)) - M (k) || < δ then STOP, otherwise return
to step 2.
K-means Algorithm
K-means algorithm is a popular partition algorithm in
cluster analysis is the one of the unsupervised learning
algorithm for clusters. Clustering the image is grouping
the pixels according to the same characteristics. K-means
clustering is an algorithm to group objects based on
attributes/features into k number of groups where k is a
positive integer. The grouping (clustering) is done by
minimizing the Euclidean distance between data and the
corresponding cluster centroid. Thus the purpose of k-
means clustering is to cluster the data.
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Fig.5. Output after Applying Fuzzy C-means Clustering
Algorithm.

Fig.6. Flow Chart Use for the K-means Clustering
Algorithm.



Copyright © 2013 IJEIR, All right reserved
461

International Journal of Engineering Innovation & Research
Volume 2, Issue 5, ISSN: 2277 – 5668

Algorithm steps
1. Give the no of cluster value as k.
2. Randomly choose the k cluster centers
3. Calculate mean or center of the cluster
4. Calculate the distance between each pixel to each
cluster center
5. If the distance is near to the center then move to that
cluster.
6. Otherwise move to next cluster.
7. Re-estimate the center.

Fig.7. Output after Applying K-means Clustering
Algorithm.

Feature Extraction
The feature extraction is extracting the cluster which

shows the predicted tumor at the K-means output. The
extracted cluster is given to the thresholding process. It
applies binary mask over the entire image[5]. It makes the
dark pixel become darker and white become brighter. In
threshold coding, each transform coefficient is compared
with a threshold. If it is less than the threshold value then
it is considered as zero. If it is larger than the threshold, it
will be considered as one.
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Where,
P = number of white pixels (width*height)
1 Pixel = 0.264 mm
The area calculation formula is

  2, '0.264Sizeof tumor S P mm   
P = no-of white pixels;
W = width; H=height.

Fig.8. Extracted Tumor Area using Fuzzy C-means

Fig.9. Extracted Tumor Area using K-means

Table I: Parametric Analysis.
Parameters K-means

algorithm
Fuzzy-C-means

algorithm
Processing time 1.709 Sec 10.26Sec
Area in mm^2 14.751 20.64
No. of White pixels 3122 6118

IV. CONCLUSION

The noise free brain MRI image is given as a input to
the k-means and Fuzzy C-means algorithm for accurate
tumor shape extracted from it. After that thresholding
process & binarization is used for feature extraction.
Finally approximate reasoning for calculating tumor area.
Comparing both methods K-means take less time and give
good result.
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FUTURE SCOPE

Future research in MRI segmentation should strive
toward improving the accuracy, precision, and
computation speed of the segmentation algorithms, while
reducing the amount of manual interactions needed. This
is particularly important as MR imaging is becoming a
routine diagnostic procedure in clinical practice. It is also
important that any practical segmentation algorithm
should deal with 3D volume segmentation instead of 2D
slice.
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