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Abstract – Time series analysis is a term referring to the process of fitting a time series dataset to a suitable model. An Auto-Regressive Integrated Moving Average model is introduced in this paper and then applied to a case study, which is forecasting bridge monitoring displacement data. To evaluate the forecast performances, root mean square errors and mean absolute percentage error are utilized. The results shown that ARIMA (2, 1, 2) model can be a potential and effective model in predicting the daily future data in such case study.
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I. INTRODUCTION

Time series analysis is a term that refers to the procedure of fitting a time series data to a suitable model. This model is then commonly used to forecast future values for the series by understanding the historical observations [1] [2]. Numerous time series models have been proposed over the last decades, in which these models can be linear or non-linear: Linear models such as Auto-Regressive (AR) models, Moving Average (MA) models, Auto-Regressive Moving Average (ARMA), Auto-Regressive Moving Average with exogenous input (ARMX), Auto-Regressive Integrated Moving Average (ARIMA). Non-linear models such as artificial neural network, Support Vector Machine (SVM), generalized regression neural networks (GRNNs) and multi-layer feed forward networks (MLFNs) are widely popular used [3] [4] [5].

One of the most frequently used time series models is the ARIMA model [6] [7]. It can be applied in many fields such as business, economics, industry, engineering and science due to the popularity of time series data in nature. Recently, an ARIMA model has developed to forecast value of rice price fluctuations in Indonesia [8]. Lanyi Zhanget al. applied an ARIMA model for forecasting Fine airborne particles (PM_{2.5}) concentrations to have a better understanding in air quality improvement in China [9]. In future sales performances, the prediction of consumer up-coming data is demonstrated through a case study of retail sales of women footwear by comparing state space models and ARIMA models [10]. The combination of GIS, spatial autocorrelation index and ARIMA model to estimate the channel shifting in Bangladesh in the period of 1972–2031 has been proposed [11]. Arumugamet alused rainfall time series data in 10 years from 2006 to 2016 to build an ARIMA model for forecasting future precipitation [12]. A case study in South Korea was applied seasonal autoregressive integrated moving average model to predict future solar radiation based on the hourly radiation observations in almost 40 years [13].

Displacement is one of the important factors presenting bridge health assessment. To measure displacement of a bridge, the most popular method used is install sensors on different reference positions but it is difficult to deploy the sensors at some fixed reference points on bridge [14]. Several studies have been published presenting different
methods for estimating bridge displacement [15-19]. During operation, displacement of bridge always has to be observed and gradually checked due to the direct relation to the structural stiffness and its integrity. In some cases, bridge displacement values are missed because of equipment errors or the impact of weather conditions thus it is necessary to correctly predict the missing data or forecast the future observations. This paper introduces a case study with a proper model for forecasting displacement data. Root mean square errors (RMSE) and mean absolute percentage error (MAPE) are utilized to judge forecasting performances of different methods.

II. THEORETICAL BACKGROUND

2.1. ARIMA Model

An ARIMA model was first introduced by Box and Jenkins [6]. The general equation of successive differences at the \(d\)th difference of \(X_t\) is as follows [9] [13]:

\[
\Delta^d X_t = (1 - B)^d X_t,
\]

Where \(d\) refers to the difference order where and \(B\) denotes the backshift operator.

The successive difference at one-time lag is computed as:

\[
\Delta X_t = (1 - B)X_t = X_t - X_{t-1}
\]

In this case study, the general ARIMA \((p,d,q)\) is expressed as:

\[
\Phi_p(B)W_t = \theta_q(B)e_t
\]

Where \(\Phi_p(B)\) is an autoregressive operator of order \(p\), \(\theta_q(B)\) is a moving average operator of order \(q\), and \(W_t = \Delta dX_t\).

Generally, an ARIMA \((p, d, q)\) model contains three terms that are autoregressive term, integrated term, and moving average term with the \(p\), \(d\), and \(q\) orders respectively. To develop an ARIMA model, the first step is to check whether the time series data is stationary or non-stationary, which can be diagnosed by Augmented Dickey-Fuller (ADF) test. If there is a trend or seasonality in time series data, it must be made stationary by differencing. Next step, use the Autocorrelation function (ACF) and partial autocorrelation function (PACF) to decide whether to include an AR term \((s)\), MA term \((s)\), or both.

The function of ACF and PACF can be respectively illustrated as follow [9]:

\[
R(s,t) = \frac{E[(X_a - \mu_a)(X_b - \mu_b)]}{\sigma_a\sigma_b}
\]

\[
\alpha(1) = \text{cor}(X_{t+1}, X_t), k = 1
\]

\[
\alpha(k) = \text{cor}(X_{t+k} - P_{1,k}(X_{t+k}), X_t - P_{1,k}(X_t)), k \geq 2
\]

ARIMA model in this paper was developed using Matlab software; this software was also utilized to calculate the ACF and PACF.

2.2. Augmented Dickey-Fuller Test

An Augmented Dickey-Fuller test (ADF test) of a series is carried out under the null hypothesis \(H_0 = 0\) against
the alternative hypothesis $H_1: \theta < 1$. A value for test statistic is calculated as:

$$DF_i = \frac{\hat{\theta}}{SE(\hat{\theta})}$$

(6)

Where: $\hat{\theta}$ indicates the least square estimate; $SE(\hat{\theta})$ denotes the usual standard error estimate. The test statistic value then compared with the critical values for the Dickey-Fuller test and be decided if the null hypothesis is accepted or rejected.

2.3. Root mean Square Errors and mean Absolute Percentage Error

The best fitting model to the displacement data in this paper is evaluated by root mean square errors (RMSE) and mean absolute percentage error (MAPE) [20] [21] [22]:

$$RMSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (X_t - X_0)^2}$$

(7)

$$MAPE = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{X_t - X_0}{X_0} \right| \times 100$$

(8)

Where $X_t, X_0$ are the forecasted data and observed data, respectively; $n$ is the total observations.

III. THE APPLICATION OF ARIMA MODEL IN FORECASTING BRIDGE DISPLACEMENT DATA

3.1. Displacement Time Series Data in Wuxi Bridge

Wuxi bridge line 63 (Fig. 1) is an important concrete bridge connecting Taichung City and Nantou County in Taiwan. Due to the increase in extreme climate events because of global climate change, the foundational erosion of the bridge has become more serious. Therefore, a monitoring system has been installed on this bridge with the purposes of monitoring bridge conditions: Measuring and evaluating the load effect to the bridge, using the actual measurement of the vibration characteristics to evaluate structural performance; evaluating the environment impact to the bridge and maintenance management. Figure 2 and Figure 3 respectively show the cross-section of Wuxi bridge and the settlements gauges deployment in one cross-section.
The data used in this paper is ten-minute average displacement time-series data, which extracted in 90 days (from March 8th 2018 to June 4th 2018), the ten-minute data then be averaged to daily displacement observations. Figure 4 show the plots of acquired displacement time-series data at the Pier 47 and the daily displacement data is plotted in Figure 5.

### 3.2. Application of ARIMA Model in Forecasting Displacement Time Series Data

The daily dataset has total 90 observations. Out of these the first 75 (data in 75 days) are considered for training and the remaining 15 for testing.

The ADF test is applied to check the stationarity of dataset. In the theory of ADF test, the statistical possibility (p-value) and the absolute critical value are the key to decide the null hypothesis of a test is accepted or rejected. The null hypothesis of ADF test here is assumed as "the dataset is non-stationary". The result of this test shows that, the possibility value (p-value) is 0.1361 (13.61%) that is greater than the 5% of significant level. Therefore, the null hypothesis here is accepted, it indicates that the dataset timeseries is non-stationary. In order to make dataset stationary, the first order of difference has been taken and ADF test has been rerun. The result shows that the p-value is 0.001 (0.1%) thus the time series data is considered as stationary. Figure 6 below shows the daily displacement data after differencing.
The ACF and PACF are calculated by `autocorr` and `parcorr` function in Matlab. ACF and PACF of dataset before and after differencing are shown in Figure 7 and Figure 8 as follow:

![ACF and PACF of displacement time series data](image1)

![ACF and PACF of differentiated data](image2)

Figure 8 shows that almost the values from lag 2 in both ACF and PACF of differentiated data are inside the 95% confidential internal which is marked by blue lines. Thus the fitted model are assumed to ARIMA (2, 1, 2).

It also can be intuitively seen that the daily displacement dataset is a linear approximation. Thus, the linear model and quadratic model are also considered to make comparisons with ARIMA model. These models are estimated by trend analysis in Minitab software.

The three forecasting plots are shown in Figures below:

![Forecast diagram](image3)
The performance of forecasting displacement time series data are computed and shown in Table 1:

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA (2, 1, 2)</td>
<td>0.231</td>
<td>4.45</td>
</tr>
<tr>
<td>Linear model</td>
<td>1.207</td>
<td>62.84</td>
</tr>
<tr>
<td>Linear model (Y_t = 15.872 - 0.167037t)</td>
<td>1.207</td>
<td>62.84</td>
</tr>
<tr>
<td>Quadratic model</td>
<td>1.188</td>
<td>61.79</td>
</tr>
<tr>
<td>Quadratic model (Y_t = 14.339 - 0.0671t + 0.00109t^2)</td>
<td>1.188</td>
<td>61.79</td>
</tr>
</tbody>
</table>

It can be seen from the above table that the best fitted model is obtained by using ARIMA (2, 1, 2) model with the smallest errors in forecasting.

**IV. CONCLUSION**

Forecasting in time series data is an attractive research field as well as such a promising future works. A case study of forecasting displacement time series observations is introduced in this paper. Some statistical tools such as Augmented Dickey-Fuller test, Root mean square errors (RMSE) and mean absolute percentage error (MAPE) are also presented. The results has shown that the ARIMA (2, 1, 2) model is the best fitting model to the daily displacement time series data with the values of RMSE and MAPE are equal to 0.231 and 4.45(%), respectively. Therefore it can be a potential and effective model in predicting the daily future data in such case study.
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