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Abstract — Baby cry signal recognition is branch of
application of speech recognition. It studied trankation of cry
signal into text. Using tool to pick up a short time peria
from a signal, the tools can still assume the sighainder
processing to be stationary. It may constitute timenvariant
systemand time invariant excitation when it is viewed in
blocks of 10-30 msec. Arocessing is termed as Short Terr
Processing (STP). Then, using mdtequency cepstral
coefficients (MFCC) and bark frequency cepstral coiicients
(BFCC) extract the feature of different known baby cry
signal to make the codebook. Set up hidden markov adel
(HMM) to train estimate baby cry signal. Classify etimate
baby cry achieve baby cry signal recognitiol

Keywords — Cybernetic Theory, Speech gnal, Signal
Processing, STP, HMM.

I. INTRODUCTION

Based on many researchdébe speech signal is r-
stationaryin nature. Most of the signal processing assu
time invariant systerand time invariant excitatiol
stationary signal. If we use tool to pick up a shine
period from a signal, the tools can still assurre gignal
under processing to be stationafyprocessing is terme
as Short Term Processing (STP). Short term praug
includes short term energy (STE), short term magiei
(STM) and short term zeraeross rate (ZAR) to separ:
voiced sound and unvoiced sounds, as following &aju
shows. The eoustic and spectral characteristics of b
cry sound through speech analysis have been egdl
Through wusing mefrequency cepstral coefficien
(MFCC) extract the features of three types of crigme-
frequency representations of features are pied. Hidden
Markov Mode is used in baby cry signal recognit

In this project, we also tried the KDTreeSearchgect
to recognize the cry signal. The KDTreeSearchee foan
the knearest neighbor algorithm which is amongst
simplest of all machine learnirdgorithms: an object i
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its k nearest neighbors (k & positive integer, typically
small). If k= 1, then the object is simply assigned to
class of that single nearest neight

In pattern  recognition the k-nearest  neighbors
algorithm (k-NN)  is  anor-parametric method  for
classification and regressiahat predicts objects' "value
or class memberships based on kclosest training
examples in the feature spakeNN is a type of instance-
based learning, dazy learniniwhere the function is only
approximated locally and all computation is defdromtil
classification.

II. DETAILED STuDY

Short term energy:

m=inf
E, = [x(m)w(n — m)]?
m=—inf
Short term magnitude:
m=inf
My= > xm)w(n—m)
m=—inf
Short term zero crossing Rate:
m=inf
Zn=" ) Isgnlx(m)] - sgnlw(m - Dllw(n
m=—inf

—m)
Mel-frequency cepstrum (MFC) is a representatiol
the shortterm power spectrum of a sound, based ¢
linear cosine transform of a log power spectruma
nonlinear mel scalef frequelcy. Mel-frequency cepstral
coefficients (MFCCs) are coefficients that colleety
make up an MFC. MFCC are obtained from a l-based
frequency representation (using the Mel scale bgude,
and then a discrete cosine transform (DCT), as F
shows. Tle DCT is an efficient approximation f

classified by a majority vote of its neighbors, twithe ~Principal components analysis, so that it allows
object being assigned to the class most common gsn  Compression, or reductionf dimensionality. A smal
*(n) k) P(k) P, Ln Ca
Filter
—>»| DFT > X (k)P 2 bank > log(Py) s DCT —>
Cry word Power spectrum M coefficients m=0,..,. M- M order MFCC

Fig.1 MeHrequency Cepstrum [(MFCC) flow chart
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Fig.2 MelHrequency Cepstrum {MFCC) principle

number of features (the coefficients) end up dbswjithe an observation from V, and T is the number of
spectrum. The MFCCs are commonly used as timbabservations in the sequence (Md, stock). To teitia
descriptors[2]. Hidden Markov Models (HMMs) provide HMM, an initial state will be chosen based on th®mp
simple and effective frame-work for modeling timedistributionw and t is set at 1. The model moves to state
varying spectral vector sequences. As a consequengg,, = S; based on the transition probability distribution
almost all present day large vocabulary continuspeech  of §;. This process will continue asincrements or until
recognition (LVCSR) system are based on HMMs. [A¢ T termination. More formally, this process is demotsy
mainly principal of HMMs. It is very good for the } = (4, B,7) where: Yia;=1 %:b(0) =1,
application to classify the different feature thgbubuild Yim =1, a;b(0),m = 0forallij,t[4].
Markov Models. First, using a known data initialiaad ‘. . L rr raconr e .
train the HMM. Secondly, the trained HMM will beags
to predict future value over a selected period.alymn
compute the accuracy and value of model. A randa@ik w
model will be compare to the generated HMM and
trading strategy will be implemented over a pefitid
Applying Hidden Markov Models have five following
steps:
1) The model should be built the number ofhiMiden
states. Each statecorresponds to a unique state

For the KDT researcher object, the training exasple

are vectors in a multidimensional feature spaceh edth

a class label [5-7]. The training phase of the afigm
consists only of storing the feature vectors aad<labels
8f the training samples. In the classification phdsis a
user-defined constant, and an unlabeled vectouéaycpr
test point) is classified by assigning the labelichhis
most frequent among the k training samples ne&webiat
query point[8], [9]. A commonly used distance metri
for continuous variables is Euclidean distance.discrete

proved by model. variables, such as for text classification, anothretric

2) The amount of M unique observations each state .50 pe used, such as the overlap metric (or Hamming
asZ =[2y,23, ) Zy)- distance). Often, the classification accuracy diM-can

3) State transition probability distributions 4 = {a;;}  pe improved significantly if the distance metridéarned
where a;; = P(qi41 = Sjlqe = S)), 1< i,j <N with specialized algorithms such as Large Margimangst

4) The emission probability distribution in state j, Neighbor or Neighborhood components analysis.
B== {b;(k)} where b; = P(vkatt|qt = Sj), 1<j< A drawback of the basic "majority voting" class#ton
N1< k<M occurs when the class distribution is skewed [1R-TRat

5) The prior probability ; = {r;} of being in state i at IS, €xamples of a more frequent class tend to dateithe
the beginning of the observations where Prediction of the new example, because they tenbeto

m,=P(g,=S5;),1<i<N. common among the k nearest neighbors due to e
The value of N, M, A, B andt can be used to generatenumber. One way to overcome this problem is
the observation sequen¢e= 0,0,0; ...0O+ whereOy is
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Fig. 3 Time-domain and short-term energy of Fig. 4 Time-domain and short-term energy of
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to weight the classification, taking into accourte t The first detected sound
distance from the test point to each of its k n&are ' ' ' ' ' '
neighbors [7-15].

0.05 F b
l1l. SIMULATION RESULT \

Baby cry signal detection uses short term energy - ﬂ—w—w-——"/f. P S . . L L
calculate word boundaries returns and the numberood . A
utterances based off of energy threshold requirésnen The feature of first detected sound LPc
Speech is a random signal and is therefore extseme ' ' a ' ' PL;%%
difficult to model. However, over short time intafs 10- 1k i N — BreC
30ms, speech can be considered a stationary Sigmsier g Y ety
for analysis) because of the physiological limitshaman 07’”’; T N . o
speech production. Analyzing four different babyy cr -1} ~ N\ S
sounds, as attention, diaper requirement and hudgtgct 3 _ . ; ; , : ; ;
the unvoiced or voiced for each signal, at firsty &, Fig 4 1 2 3 4 5 6 7 8 9 10
and Fig 5 shows the time-domain and short-termganer Fig, 7 The short time energy of the fragment and the feature
for each voices. (Diaper)
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Fig 6,7 and 8 shows the feature of these cry sigival T /"“ ; \*\\—\—’;'f"g G ey e ]
extract these features from the first peak of wbice | ; i —
According to the result of detection, the attentfi® has S i MFCC
11 times cries, the diaper file has 8 times cried the =~ 2—pb—t—+ 1 | 0]
hungr_y file hQ.S 6 times cries. The first voicedgfrent of Fig. 8 the short time energy of the fragment and the feature
attention cry is chosen to calculate the LPC, LPRIECC (Diaper)

and BFCC coefficients. We generate 10th order LPC,

We made use of the K-NN search algorithm to clgssif
LPCC, MPCC and BFCC. the baby cry. The MFCC of all the known signal are
025 - - o = = calculated. Then the test signal is analyzed aadVtRCC
is 4,-”\ of it are extracted. These are then sent into tARENK
\’//W algorithm which calculates the k-nearest neighbor
o /-/\/ \E‘ distances (which in general is Euclidean distaretevben
L o similar values). Then using the training set ashodd is

0.08 [ calculated which is used to classify the test digiiée
plots some examples as following:
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Fig. 6 the short time energy of the fragment and the feature
(attention)
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i R ...c...c.. S The statistics of unknown signals
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Fig. 8 Test signal T116(3) is found out to be Hungry cry Total:34 15 7 6 6

W Baby is needs a diaper change IV. CONCLUSION
Diaper change signal . i .
Test signal Identification of the reason for the baby to cryvery
. g much helpful in understanding the needs of the baby
NN automatically and attending to them. Many helpful
. i . R . techniques can be designed which can be usefubtih b
F - S RS medical as well as household purpose. To do this we
| extracted the cry of an infant in different sitoas and
then analyzed them. We then make use of the short-t
/ signal processing to make the non-stationary sidoal
stationary. Later we use the MFCC to do the feature
A i extraction of the cry part of the signal. We theada use
ok K-NN algorithm for pattern matching. The resulie
achieved from our project is about 80% accuraté.ifBue
had access to more number of signals we can makefyo
some of the most modern pattern recognition teclasq
& : : ' : 5 : ' 5 o like HMM, neural networks to improve the accuracy t

1 2 3 4 5 7 ]
Fig. 8 Test signal T117(1) is found out to be Diaper cry around 95%.
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