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Abstract – Privacy is the most important issue in data publishing. Many of the organizations will distribute 

Individuals personal data for research and survey purpose. Confidence is considered as highest priority to be 

revealed during publishing the data which means that an adversary cannot predict sensitive information. In addition 

to that another important problem to be considered is that the adversary may also have access to external knowledge 

like public records and social networks related to the individuals. A unique multidimensional technique to measuring 

an adversary's external knowledge is also presented, along with a generic framework for privacy reasoning in the 

presence of external knowledge. In high dimensional space, the data become sparse, making it difficult to understand 

the idea of spatial locality. Data anonymization has received considerable attention due to the need of several 

organizations to release microdata without revealing the identity of individuals. Finally the impact of dimensionality 

on k-anonymity techniques is examined. 
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Preservation. 

I. INTRODUCTION 

Preserving the privacy of publishing the microdata has been studied extensively in recent years. Microdata 

contain records each of which contains information about an Individual entity, such as a person, a household, or 

an organization. Several microdata anonymization techniques have been proposed. In all the approaches, 

attributes are partitioned into three categories, Identifiers, Quasi Identifiers (QI), Sensitive Attributes (SAs). 

Identifiers are used to uniquely identify an individual, such as Name or Social Security Number. Quasi 

Identifiers (QI), which the adversary may already know from the other publicly available databases in the 

society and which, when taken together, can potentially identify an individual, e.g., Birthdate, Sex, and Pincode. 

Sensitive Attributes (SAs), which are unknown to the adversary and are considered sensitive such as difficulties 

or disease or it may be Salary of an individual. Existing, data anonymization technique called slicing is 

introduced to improve the current state of the art. Slicing partitions the data set both vertically and horizontally. 

Vertical partitioning is done by grouping attributes into columns based on the correlations among the attributes. 

Each column contains a subset of attributes that are highly correlated. Horizontal partitioning is done by 

grouping tuples into buckets. Finally, within each bucket, values in each column are randomly permutated (or 

sorted) to break the linking between different columns. Anonymization techniques such as k-anonymization [2] 

usually use privacy metrics that measure the amount of privacy protection and transform the original data in 

such a way that it will be hard to infer identities of the individuals when it is released. In addition to that the 

released data will infer the knowledge needed to know. It has been taken into consideration that a watermarking 

of medical images greatly helps to provide authentication for safe storage and transmission of image databases. 

It presents a review on image watermarking algorithms for indexing medical images [8]. 
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II. RELATED WORKS 

A technique called slicing is introduced for privacy-preserving data publishing. First, the new technique 

called Slicing for privacy preserving data publishing. It has several advantages when compared with the 

previous methods called generalization and bucketization. But this Slicing technique preserves better data utility 

than generalization [14]. It preserves more attribute correlations with the SAs than bucketization. It can also 

handle high-dimensional data and data without a clear separation of QIs and SAs [10]. Secondly an optimal 

SVM for lung image classification where the parameters of SVM are feature selection and are managed by a 

modified grey wolf optimization algorithm combined with genetic algorithm [3] (GWO-GA). A set of 

experiments has been performed for investigating the results in terms of feature selection results and classifier 

performance. But slicing can be effectively used for preventing attribute disclosure, based on the privacy 

requirement. A technique called l-diverse slicing, which ensures that the adversary cannot learn the sensitive 

value of any individual with a probability greater than one. Third, an efficient algorithm for computing the 

sliced table is developed that satisfies l-diversity. The algorithm partitions attributes into columns, applies 

column generalization, and partitions tuples into buckets. Attributes that are highly correlated are in the same 

column; this preserves the correlations between such attributes [1]. The associations between uncorrelated 

attributes are broken this provides better privacy as the associations between such attributes are less-frequent 

and potentially identifying. Fourth, The intuition behind membership disclosure to explain how slicing prevents 

membership disclosure. A secured indexing of lung CT image (SILI), a secured way to index the lung CT 

images with the patient's detail. Authentication is achieved by the use of sender’s logo information and the 

secret key is utilized to embed the watermark into the host image. The simulation values indicated the presented 

method is robust to unauthorized access, noise, blurring, and intensity based attacks [6].   

III. ARCHITECTURE DIAGRAM 

This paper aims to prevent privacy information of an individual to the public and also it prevents that 

information using a technique called masking into some other form of related information. Meanwhile providing 

the necessary information needed to be published. The data to be released must follow the procedure for 

masking the privacy related information before publishing. The data being published will be collected from the 

organization and it is extracted and selected from the dataset. Then the masking process takes place. The data 

which reveals the identity of an individual will be grouped into a broader category based on the generalization 

process. The data will be identified based on their group called as bucketization. Then Anonymity process has 

been carried out. This ensures the clear concept of hiding the identity of an individual through the given data or 

information shown in Figure 1. 
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Fig. 1. Data Flow of Publishing Information. 

IV. PROPOSED WORK 

Slicing technique partitions the given dataset in vertically and horizontally. Vertical partitioning is done by 

grouping attributes into columns based on the correlations among the attributes. Each column contains a subset 

of attributes that are related to each other. Horizontal partitioning is done by grouping tuples into groups called 

buckets. Finally, within each bucket, values in each column are randomly permutated (or sorted) to break the 

linking between different columns. The basic idea of slicing is to break the association cross columns, but to 

preserve the association within each column. This reduces the dimensionality of the data and preserves better 

utility than generalization and bucketization. Slicing preserves utility because it groups highly-correlated 

attributes together, and preserves the correlations between those attributes. Slicing also protects the privacy of 

an individual because it breaks the associations between uncorrelated attributes. The original table is shown in 

Table A.  The three QI attributes are {Age, Sex, Pincode}, and the sensitive attribute SA is Disease. 

Table 1.  Original Table. 

Age Sex Pincode Disease 

21 M 4790687 Fever 

22 F 4790687 Dyspepsia 

34 F 4790567 Flu 

50 F 4790567 Bronchitis 

54 M 4730234 Flu 

60 M 4730234 Dyspepsia 

60 M 4730456 Fever 

64 F 4730456 Gastritis 
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The Sliced table for the original table depicted in Table 1 is shown in Table 2. It contains two buckets, each 

containing four tuples. 

Table 2. Sliced Table. 

(Age, Sex) (Pincode, Disease) 

(21, M) (4790567, fev) 

(22, F) (4790687, dysp.) 

(34, F) (4790567, flu) 

(50, F) (4790687, bron) 

(54, M) (4730456, flu) 

(60, M) (4730234, dysp) 

(60, M) (4730234,fev) 

(64, F) (4730456, gast.) 

The Table 2 contains the sliced data, within each bucket; values in each column are randomly permutated to 

break the linking between different columns. For example, in the first bucket of the sliced table shown in Table 

2, the values are randomly permutated so that the linking between the two columns within one bucket is hidden. 

Thus preserves the privacy of an individual. 

A. Slicing Process 

Let T represent the published microdata table. T has d attributes, with A = A1, A2,...,Ad and their attribute 

domains being D[A1], D[A2],...,D[Ad]. A tuple t[A1], t[A2],..., t[Ad]) may be written as t, where t[Ai] (1 I d) is 

the Ai value of t. Each attribute in an attribute partition only belongs to one of multiple subsets of the entire set 

A. A column is a subset of an attribute. Assume there is just one sensitive property, S, for the sake of simplicity 

in the discussion. One can either examine each sensitive characteristic separately or simultaneously if the data 

contains many sensitive attributes [13]. Each tuple is a member of exactly one subset of the many subsets of T 

that make up a tuple partition. Each group. 

B. Generalization Process  

There are many generalisation recoding types. Local recoding is the type of recoding that retains the most 

information [7]. In local recoding, tuples are first divided into buckets, and for each bucket, all of one attribute's 

values are then replaced with a generic value. Since the same property value may be generalised differently 

depending on which bucket it appears in, such recoding is local. If the same tuple partition is employed, slicing 

maintains more data than such a local recoding method. One utilises the multiset of precise values in each 

bucket rather than replacing more particular attribute values with a generalist value [19]. In comparison to the 

generalised interval, the multiset of precise values offers additional details about the distribution of values in 

each characteristic.  

C. Bucketization Process 

In Bucketization, there are precisely two columns: one column includes only the SA, while the other column 

contains all the QIs. This is a specific example of slicing. As seen below, slicing has several advantages over 
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bucketization [17]. First, membership disclosure may be avoided by using slicing to divide characteristics into 

more than two columns. The empirical analysis on a real dataset demonstrates that membership disclosure is not 

prevented by bucketization. Second, slicing may be utilised without a clear division between the sensitive 

attribute and the QI attributes, in contrast to bucketization, which demands it. Due to the lack of a single 

external public database that one may use to distinguish between QIs and SAs for datasets like the census data, 

it is sometimes impossible to properly separate them.  

D. Issues on Privacy  

Three different categories of concerns to privacy exposure exist when posting microdata [9].  

(1) Membership disclosure: Since the dataset to be published is chosen from a wide population and the 

selection criteria are sensitive (only diabetes patients, for example), one wants to prevent enemies from 

discovering if their record is included in the published dataset. 

(2) Identity disclosure takes place when a person is associated with a specific entry in the leaked table. When 

the opponent is unsure about membership, one may wish to defend against identity revelation [18]. 

(3) Attribute disclosure: This occurs when new information about certain persons is made public, allowing for a 

more precise inference of a person's qualities than would have been feasible prior to the publication of the 

data [20]. Also we have concentrated on the tuning of weights and bias of Radial Basis Function Neural 

Network (RBFNN) classifier by the use of presented Real Coded Genetic Algorithm (RCGA). The 

operators present d in RCGA allows the method to determine the weights and bias value so that minimum 

Mean Square Error (MSE) is attained. It is tested against Lung Image Database Consortium (LIDC) 

database and Real time database [11]. The attained results exhibited superior results over the compared 

methods. 

V. ALGORITHMS AND PROCEDURES 

The Slicing algorithm consists of three phases: attribute partitioning, column generalization, and tuple 

partitioning. 

A. Partitioning Based on Attributes 

Highly connected qualities are placed in the same column by the algorithm when it divides up the attributes. 

This benefits both privacy and utility [16]. Grouping highly correlated features retains the relationships [4] 

between those qualities in terms of data usefulness. Because the correlation of uncorrelated attribute values is far 

less common and hence more traceable, it poses greater identifying concerns in terms of privacy than the 

linkage of highly correlated characteristics. The mean-square contingency coefficient [5] and Pearson 

correlation coefficient [5] are two commonly used measures of relationship. Mean square contingency 

coefficient is a chi-square measure of correlation between two categorical qualities, whereas Pearson correlation 

coefficient is used to quantify correlations between two continuous attributes. 

B. Generalization of Column 

Tuples are generalised in the second step to meet a minimum frequency requirement. Although column 

generalisation is not a necessary step, it may be beneficial in a number of ways. To begin with, column 
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generalisation could be necessary to prevent against identity and membership disclosure [12]. Second, bucket 

sizes can be decreased when column generalisation is used to achieve the same level of privacy against attribute 

disclosure. Smaller bucket sizes provide improved data usefulness but column generalisation may cause 

information loss. 

C. Tuple Partitioning 

Tuples are divided into buckets during the tuple partitioning process [15]. The programme keeps track of two 

data structures: a collection of sliced buckets SB and a queue of buckets Q. SB is empty at first, while Q only 

has one bucket that holds all tuples. The algorithm divides each bucket into two buckets and eliminates a bucket 

from Q on each iteration. Checking if a sliced table fulfils l-diversity is the primary function of the tuple-

partition algorithm. To record the frequency of each column in each bucket B, the algorithm first does one scan 

of each bucket B. The method then does a single scan of each tuple to identify all tuples that match B, record 

their matching probability, and record the distribution of potential sensitive tuples that match B. 

VI. CONCLUSIONS 

Slicing gets over the drawbacks of generalisation and bucketization and protects against privacy risks while 

maintaining an individual's privacy. The general technique suggested is that one may examine the data features 

before anonymizing the data and use these qualities in data anonymization. The idea is that by understanding the 

data more thoroughly, one may create better data anonymization solutions. Numerous research paths are 

encouraged by this study. First, in this paper, Slicing gets around the drawbacks of generalisation and 

bucketization while still preserving an individual's privacy and thwarting threats to it. This work's overall 

technique suggests that one can examine the data's attributes before anonymizing it and then utilize those 

attributes for data anonymization. It is argued that when we are more familiar with the data, we may create 

better data anonymization solutions. Many directions for further investigation are encouraged by this work. 

When each characteristic occupies precisely one column, the operation is known as slicing. The idea of 

"overlapping slicing" is an extension that repeats an attribute over many columns. This update includes more 

attribute correlations. However, the privacy considerations must be well researched and understood in order to 

deliver the greatest data value. Observing is fascinating It is interesting to study tradeoff between privacy and 

utility. Second is to study the additional information about membership disclosure protection. The results of the 

trials indicate that random grouping is ineffective. Third, processing high dimensional data using slicing is a 

promising strategy. By breaking the link between uncorrelated qualities, which would compromise privacy, and 

maintaining the relationship between highly correlated attributes, which would maintain data utility, attributes 

are divided into columns. Finally, even though several anonymization methods have been developed, the 

question of how to use the anonymized data is still unanswered. 
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